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Abstract. This paper proposes a method for a mobile robot to track and follow a specific person. 

Traditionally, detecting and identifying the target person necessitates the use of various sensors, 

including expensive options like LiDAR and stereo cameras. However, proposed method utilizes 

images from an inexpensive monocular camera for this purpose. By employing multiple object tracking 

and face recognition, the system can detect and identify the target person effectively. Even when the 

person's face is not visible, the system can still detect and identify the target by combining these two 

methods. To compare the performance of the conventional and proposed methods, both were applied 

to a video containing four scenarios. The conventional method correctly identified the target person in 

only one scenario, while the proposed method was able to identify the target person in all four scenarios. 

Furthermore, the effectiveness of the proposed person following method, based on face recognition 

and multiple object tracking, is evaluated through person following experiments. The proposed method 

successfully detected and identifies the target to be followed for a longer time under various conditions 

compared to the conventional method. 

1. Introduction 

Following a person is among the most crucial capabilities for mobile robots. To achieve effective 

person following, the initial step involves detecting the target person. Moreover, in scenarios where 

multiple persons are detected, the system must be able to accurately identify the target individual 

among them. The method proposed in [1] utilizes two types of sensors: a laser rangefinder and a sonar 

sensor, for person detection. Meanwhile, in [2-5], the authors propose a method employing a stereo 

camera for person following. The authors in [6] utilized a laser rangefinder to follow a person. Further 

advancements include methods for identification based on specific features of the target person [7]. 

Since monocular cameras are less expensive than LiDAR and stereo cameras, and since it is difficult 

to identify a person with LiDAR, an algorithm [8] was proposed to detect and identify individuals and 

track a specified target person, focusing on monocular cameras. However, the approach outlined in [8] 

encountered challenges in maintaining target identification over extended durations. One contributing 

factor was the absence of certain identifying features, such as clothing or facial characteristics, within 

the system's methodology. To address this limitation, face recognition is introduced into the 

conventional method to enhance target identification performance. Furthermore, we provide an 

illustrative example of person following using the proposed methodology. 

2. Person Following Method 

The process flow for person following is illustrated in Fig. 1. Initially, the image captured by a 

monocular camera undergoes multiple object tracking (MOT) and face recognition. Subsequently, the 
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target person is identified based on the outcomes of these processes. Following that, a projective 

transformation is executed to compute the distance and angle between the tracked target and a robot. 

Eventually, the robot is directed accordingly. This sequence of steps enables the robot to accomplish 

person following. The method proposed in [8] is defined as the conventional method. Noteworthy 

enhancements to the conventional method entail the integration of face recognition and the utilization 

of MOT and face recognition outcomes for target person identification, which constitute the central 

focus of this paper. 

 
 

Fig. 1. Process flow for person following. 

3.1 Multiple Object Tracking 

Multiple object tracking is a technique used to detect the location and identity of multiple specific 

objects within a sequence of images or videos. In this study, our focus is solely on detecting individuals, 

specifically people, and their positions within the imagery are represented by rectangular regions 

known as bounding boxes. These bounding boxes are defined by the coordinates of two points, denoted 

as 𝒙𝒎𝒊𝒏 and 𝒙𝒎𝒂𝒙 , as illustrated in Fig. 2. The results of Multiple Object Tracking (MOT) can be 

expressed mathematically as: 

𝒙𝑖
𝑚𝑖𝑛 = (𝑥𝑖

𝑚𝑖𝑛, 𝑦𝑖
𝑚𝑖𝑛), 𝑖 ∈ {1, 2, … , 𝑛} (1) 

 

𝒙𝑖
𝑚𝑎𝑥 = (𝑥𝑖

,𝑚𝑎𝑥, 𝑦𝑖
𝑚𝑎𝑥), 𝑖 ∈ {1, 2, … , 𝑛} (2) 

 

where 𝑛 represents the number of individuals detected. In MOT, a unique ID is assigned to each 

detected object. 

 
Fig. 2. Bounding box. 

            

                     

                            

                         

                            

                       

    =     ,     



Journal of Technology and Social Science (JTSS) 

 

JTSS, Vol.8, No.1, pp.31-37, 2024. 
33 

3.2 Face Recognition 

Face recognition is a technology used to detect a face in an image or video and match it with a 

known face. The position of the target person's face can be represented using a bounding box, similar 

to MOT, where it can be denoted as 

 

𝒙𝑡
𝑚𝑖𝑛 = (𝑥𝑡

𝑚𝑖𝑛, 𝑦𝑡
𝑚𝑖𝑛) (3) 

 

𝒙𝑡
𝑚𝑎𝑥 = (𝑥𝑡

𝑚𝑎𝑥 , 𝑦𝑡
𝑚𝑎𝑥) (4) 

3.3 Person Identification Method 

For the results of MOT and face recognition, 𝒙𝑖
𝑚𝑖𝑛 and 𝒙𝑖

𝑚𝑎𝑥 indicate the bounding box of the 

target person if there is an object that satisfies all the following conditions: 

𝑥t
𝑚𝑖𝑛 ≥ 𝑥𝑖

𝑚𝑖𝑛 (5) 

𝑦
t
𝑚𝑖𝑛 ≥ 𝑦

𝑖
𝑚𝑖𝑛 (6) 

𝑥𝑡
𝑚𝑎𝑥 ≤ 𝑥𝑖

,𝑚𝑎𝑥 (7) 

𝑦
𝑡
𝑚𝑎𝑥 ≤ 𝑦

𝑖
𝑚𝑎𝑥 (8) 

If face recognition is not possible due to factors such as the face being obscured or for other 

reasons, the system resorts to using the ID assigned to each object in MOT for person identification. 

Specifically, the system stores the ID of the target person, and when face recognition is not feasible, 

the person is identified by referencing the stored ID of the target. 

3. Experiments and Evaluation 

The model and hardware to be used for experiments are described as follows. YOLOv8 [9] was 

employed as the model for MOT due to its rapid processing capabilities, while face recognition [10] 

served as the model for facial recognition tasks. YOLOv8 [9] is the most recent model in the YOLO 

series, compatible with MOT and capable of real-time inference. YOLOv8 has several pre-trained 

models using the common objects in context (COCO) dataset [11], and we used YOLOv8n as it is the 

fastest performing among the others. The face recognition model utilizes deep learning techniques to 

extract information from 68 facial landmarks detected on the face. This information is then compared 

with previously acquired data regarding the target's facial landmarks to facilitate accurate identification 

of the face. 

Fig. 3 displays the appearance of the robot utilized in the experiment, while Table 1 provides details 

regarding the hardware installed within the robot. Two PCs handle computation tasks, and a Jetson 

Xavier, equipped with a GPU, is utilized. The camera employed is an Intel RealSense D435i, 

possessing both depth and RGB capabilities; however, only RGB images are utilized in this study. 

ROS [12] serves as the middleware. In the current configuration, the proposed method can execute 

five operations per second. 

 

Table 1. Details regarding hardware installed in robot. 

Hardware Details 

PC1 Intel NUC 
PC2 NVIDIA Jetson Xavier 

Camera Intel Realsense D435i 
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Fig. 3. Robot utilized in experiment. 

3.1 Target Person Identification Performance 

The target person identification performance of the proposed method was compared with that of 

the conventional method. Both methods were applied to a video containing two individuals, one of 

whom was the target person. The video presented four main scenarios: firstly, when the target's entire 

body and face were visible; secondly, when only the target's face was visible without his entire body; 

thirdly, when the target's face and body were visible again; and fourthly, when the target's face were 

visible, but not his entire body. The latter situation pertains to cases where the target's face is shown 

without the entire body. For these videos, only the person identification capabilities of the conventional 

and proposed methods were evaluated, with the results presented in Table 2. 

In Case 1, both methods successfully identified the target person as the video included both the 

face and the entire body. In Case 2, the proposed method failed to identify the target due to the absence 

of the target's entire body in the video. However, the proposed method managed to identify the target 

through face recognition and utilizing information from one frame earlier. In Case 3, where both the 

face and entire body were visible again, the conventional method was unable to identify the target 

person once lost. In Case 4, although the entire body was visible, the face was not. Therefore, face 

recognition could not be utilized, but the object could still be identified through MOT. 

 

Table 2. Results of target identification. 

Case Face Whole 
body 

Conventional method Proposed method 

1 ○ ○ Identified Identified 
2 ○ × Not identified Identified 
3 ○ ○ Not identified Identified 
4 × ○ Not identified Identified 

(○: Captured, ×: Not captured) 
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3.2 Experimental Results 

An experimental demonstration of person tracking using the proposed method is presented. The 

robot successfully tracked the target in a scenario involving the detection of two persons. The results 

are depicted in Figure 4. Panels (a) and (b) display the time response of the x- and y-coordinates of 

both the robot and the subject. Panel (c) illustrates the time response of the distance between the target 

person and the robot, while panel (d) presents the temporal variation of the identification status of the 

target being followed. The robot's coordinate data were captured using visual odometry, solely for 

recording purposes and not for person tracking. Thanks to visual odometry, the robot's coordinates 

exhibit smoothness. The target person was detected and identified through the proposed method, with 

its position inferred from the distance and angle relative to the robot, as well as the visual odometry 

results. When comparing the coordinates of the robot with those of the target, the target's coordinates 

appear less smooth. This issue is inherent, as the position of the target is calculated based on the MOT 

results (i.e., the bounding box). Even when a stationary person is detected through MOT, slight 

fluctuations occur in the position of the target person due to the minor movements of the bounding box 

with each detection. The trajectories of movement for the two persons and the robot are depicted in 

Fig. 5. In this scenario, one person is in motion while the other remains stationary. The distance 

between the target person and the robot was maintained at 1 meter, leading the robot to halt at this 

distance from the target. 

 
 

(a) X-coordinate                        (b) Y-coordinate 

 
      

   (c) Distance                                 (d) Target identified  
 

Fig. 4. Time responses of experiments. 
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Fig. 5. Movement trajectories of each person and robot. 

4. Conclusion 

This paper has proposed a method for a person following robot to identify and track individuals 

using MOT and face recognition. The focus of the paper is on enhancements compared to conventional 

methods. Performance evaluation of the proposed method has been conducted against the conventional 

approach. It has been demonstrated that the proposed method exhibits prolonged person identification 

capabilities and the ability to re-identify individuals once lost. Furthermore, an illustrative example of 

person following utilizing the proposed method has been presented, where two individuals were 

successfully identified and followed by the robot. Looking ahead, future research endeavors aim at 

improving response speed and implementing modern control techniques. In addition, monocular 

cameras only detected people in a limited area in front of them. Therefore, an omnidirectional camera 

will be used to expand the detectable range. In this case, it will be necessary to convert the images 

obtained by the omnidirectional camera into a form suitable for object detection algorithms such as 

YOLO. Furthermore, the system currently only follows people and is planned to be integrated with 

obstacle avoidance. 
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